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In data analysis, how to select meaningful variables is a hot and wide-debated topic and several 
variable selection (or feature reduction) approaches have been proposed into the literature.  
Covariance Selection (CovSel) is an existing method which is conceived to select variables in 
regression and discrimination contexts, and it assesses the features’ relevancy based on their 
covariance with the response(s). Most of variable selection methods refer to contexts in which data 
are collected in matrices. How to assess the relevancy of variables in a multi- way context has not 
been extensively discussed yet.  
The present contribution, named N-CovSel, proposes to extend the CovSel principle to the N-Way 
structures, by selecting features in place of variables. Three main questions are addressed to achieve 
this: (i) How to define a feature in a N-Way array (Figure 1); (ii) How to define the covariance 
between a feature and a response Y; (iii) How to deflate a N-Way array with regard to a selected 
feature.  
The complete algorithm of N-CovSel will be presented and its theoretical properties discussed. Two 
applications on 3-way real data will be presented, illustrating that the proposed method can be 
differently used, depending on the final purpose of the analysis.  
 


